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Domain	Adapta6on	for	Visual	Recogni6on	

A	classifier	trained	on	one	domain	may	perform	poorly	on	another	domain	
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Deep	Domain	Adapta6on:	Exis6ng	Approaches	

•  Siamese	network	
–  Chopra	et	al.,	CVPR	2005	

•  MMD	loss	
–  Tzeng	et	al.,	arXiv	2014	
–  Long	et	al.,	ICML	2015	

•  Domain	classifier	
–  Ganin	&	Lempitsky,	ICML	2015	
–  Tzeng	et	al.,	ICCV	2015	
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Exis6ng	Approaches:	Sharing	Weights	

•  Learn	features	that	are	invariant	to	the	domain	shi[	
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•  We	believe	that	the	domain	shi[	should	be	modeled	explicitly	
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Beyond	Sharing	Weights	

•  We	allow	the	weights	to	differ	
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•  But	regularize	them	to	remain	related	
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Weight	Loss	

For	each	layer,	we	write	
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whose	parameters	we	learn	



Complete	Loss	

:	Classifica6on	loss	for	the	source	samples	
	

:	Classifica6on	loss	for	the	target	samples	
	

:	Weight	loss	
	

:	MMD	loss	for	the	source	and	target	distribu6ons	
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Experiments	

•  Supervised	and	unsupervised	domain	adapta6on	

•  Datasets:	
–  UAV	detec6on	
–  Office	31	
–  MNIST	-	USPS	
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UAV	Detec6on	
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Synthe6c	Data	for	UAV	Detec6on	
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Synthe6c	Data	for	UAV	Detec6on	
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UAV	Detec6on:	Results	
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UAV	Detec6on:	Influence	of	Synthe6c	Data	
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Office	31	
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MNIST	-	USPS	
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Network	Design	

•  Not	all	layers	should	be	allowed	to	have	different	weights	
•  The	set	of	layers	that	should	can	be	obtained	by	valida6on	
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•  For	UAV	detec6on,	the	first	two	convolu6on	layers	should	adapt	



Network	Design	

•  This	is	problem	dependent	
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Office	31	network	 MNIST-USPS	network	



Conclusions	

•  Deep	Learning	has	lead	to	advances	in	domain	adapta6on	
–  Many	ideas	used	in	the	past	can	be	translated	to	Deep	Networks	
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•  The	weights	should	adapt	to	reflect	the	domain	shi[	
–  Study	more	sophis6cated	weight	transforma6ons	
–  Automa6cally	learn	which	layers	should	be	shared	

•  Synthe6c	data	can	help	when	real	data	is	sparse	
–  This	can	be	interes6ng	in	other	domains	
–  Can	we	generate	the	data	that	is	best	suited	to	our	purpose?	


